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Who is this aimed at?

 The ideal audience

– Limited practical experience with geometrical deep learning

– Has a good understanding of basic convolutional neural 
networks

 Has seen the U-net before

– Might come in a situation where your data is actually 3D 
meshes or have been magicked into 3D meshes

– Would like to do surface based classification or labelling / 
segmentation

– Lacks a good starting point 

 Which approach is good for my data
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What’s in it for me?

 You will (hopefully) get an overview of different 
approaches to work with 3D meshes

 Some understanding of the strengths and 
weaknesses of the different methods

– How invariant the methods are to geometric transformation 
(translation, rotations etc)

– How large meshes can they process?

– What are the restriction with regards to geometry/topology

– How do they handle noise? 
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Surfaces – where do they come from?

Direct surface scanning using a 
Canfield Vectra facial scanner.
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Object scanners

The founder of DTU – H. C. Ørsted

Scanned by Dolores Messer with a custom 
built structured light scanner at DTU Compute

An ear impression scanned by a 
3Shape scanner.

Probably one of the most scanned 
anatomies in the world

Eiríksson et al. "Precision and accuracy parameters in structured light 
3-D scanning." International Archives of the Photogrammetry, Remote 
Sensing and Spatial Information Sciences 5 (2016)
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Iso-surfaces or pixel-wise classifications
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CAD Models

Chang, Angel X., et al. "Shapenet: An information-rich 3d model repository.” 
(2015).
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Important properties of meshes

 Rotational aspects (geometric invariances)

 Size (number of vertices and faces)

 Topology and if it is ”manifold”

 Mesh sampling and noise properties
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Translation and rotational aspects

 Does it make sense to have 
a ”canonical orientation” of 
your objects?

 Does the method require 
that the objects are pre-
oriented?

 Translation is often fixed by 
aligning center-of-mass

– Not a universal solution
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Mesh sizes

Type Vertices Faces

Shapenet model
(CAD)

Hundreds (guess) Hundreds (guess)

Facial scan with 
accuracy~0.5 mm

110.000 35.440

Left atrium from CT scan 
(voxel size 0.50mm^3)
(iso-surface)

35.000 65.000

Scanned H. C. Ørsted
(accuracy 150 mikrometer)

1.375.930 2.751.840 

Full head model with
accuracy ~1 mm

450.000 830.000

FAUST human body
(processed)

6.890
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Mesh topology

 Topologically equivalent to a

– sphere, plane, tube, donut?

– or something far far beyond?

 Is it ”manifold” ?

Venkatesh, Rahul, et al. "DUDE: Deep Unsigned Distance Embeddings 

for Hi-Fidelity Representation of Complex 3D 

Surfaces." arXiv:2011.02570 (2020).
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Mesh sampling and noise?

 Are the vertices sampled equally over the underlying 
surface?

 Are the faces/triangles well shaped?

– Classical marching cubes makes notoriously bad aspect ratio 
triangles

 What is the nature of the sampling noise?

– Outliers, Gaussian or something else?
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A mesh biopsy

 Raw facial scan from BU-
3DFE – a reference dataset

 “Mesh in the wild”

– representative for current facial 
scanners

 106.320 vertices and 35.440 
faces

”A 3D Facial Expression Database For Facial Behavior Research” 

by Lijun Yin; Xiaozhou Wei; Yi Sun; Jun Wang; Matthew J. Rosato, 7th 

International Conference on Automatic Face and Gesture Recognition, 10-12 

April 2006 P:211 - 216
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A mesh biopsy

 Looks topologically to be a plane

– but it is not

 Flipped triangles

 Non-manifold parts

 Complex noise issues

 A face has a canonical orientation

– But facial scanners have many different 
coordinate systems
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Do topology and artefacts matter?

 Quite a lot actually

– A lot of the current methods have severe restrictions on topology 
and if the surfaces are manifold

 A crude comparison

– Imagine your 2D CNN would crash and burn because of one single 
bad pixel due to a dead CCD cell

 A typical solution – preprocess the mesh so it is nice and clean

– Often needs a specific solution for each dataset

– Large risk of removing / smoothing out important information
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CNN recap – the U-net

Ronneberger et al. "U-net: Convolutional networks for biomedical image segmentation." MICCAI. 2015.

Pooling

Convolution
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Convolution – a conceptual heads-up

Your data – an image, a mesh, 
a graph or something more 
exotic

A kernel – containing 
(learnable) weights

For each ”node” in your data 
you have values

For each ”node” in your data 
you have a neighborhood that 
should be ”covered” by the 
kernel

But first something 
completely different!
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Approaches covered in the following

 Multi-view rendering approaches

 Volumetric approaches

 Methods that define convolutions on meshes 

 Methods based on implicit representations of 
meshes. 

– For example implicit functions on grids and signed/un-signed 
distance fields 

 Hybrid methods based on mesh operations for 
convolutions and pooling

Disclaimer: It will mostly be a conceptual overview 

I am certainly not a specialist on all approaches.
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Su, Hang, et al. "Multi-view convolutional neural networks for 3d shape recognition." Proceedings 

of the IEEE international conference on computer vision. 2015.

1900 google scholar citations per August 2021
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 Object classification 
based on 3D shapes

 Rendering pipeline

 Standard 2D CNN to do 
the classification

Multi-view convolutional neural networks 
for 3d shape recognition
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Multi-view convolutional neural networks for 3d shape 
recognition – rendering setup

 12 positions with rotations 
around the z-axis

 80 views
– 20 vertices of an icosahedron 

enclosing the shape

– 4 rotations around camera axes
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Multi-view convolutional neural networks for 3d shape 
recognition – network

CNN1 is pre-trained on ImageNet
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Multi-view convolutional neural networks for 3d shape 
recognition – results

Princeton ModelNet

• 128K 3D CAD models

• 662 categories

Modelnet40

• 12K models

• 40 categories
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Multi-view convolutional neural networks for 3d shape 
recognition – some observations

 If you can render your object – you can classify it

– Robust to topology variations, large mesh sizes, noise

 Pre-aligning an object to a canonical orientation is ill-
posed

– the view sequence is somewhat arbitrary

– Only partially rotationally invariant
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Multi-view CNN for landmark prediction

Paulsen et al. "Multi-view consensus CNN for 3D facial landmark placement.“. Proc. Asian 
Conference on Computer Vision. (2018)
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3D landmark prediction

 Given a set of rendered faces

 2D landmark positions are 
estimated

 A predicted landmark in 2D 
corresponds to a line in space
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Least squares and RANSAC
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Using trained network on MR data

http://shapeml.compute.dtu.dk/

Trained on the z-buffer / distance map
Works with significant 

amount of surface noise

http://shapeml.compute.dtu.dk/
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Volumetric CNN for object classification -
occupancy representation

Qi, Charles R., et al. "Volumetric and multi-view cnns for object classification on 3d data." Proceedings of the 

IEEE conference on computer vision and pattern recognition. 2016.

Wu, Zhirong, et al. "3d shapenets: A deep representation for volumetric shapes." Proceedings of the IEEE 

conference on computer vision and pattern recognition. 2015.

30 x 30 x 30 occupancy grid
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Volumetric CNN for object classification
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Volumetric CNN for object classification –
some observations

 If you can turn your object solid – you can classify it

– Can only handle closed surfaces

 Pre-aligning an object to a canonical orientation is ill-
posed

– Only partially rotationally invariant

 Massive loss of resolution when using this volumetric 
representation
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Extrinsic vs. intrinsic

Extrinsic Intrinsic

Cao, Wenming, et al. "A comprehensive survey on geometric deep learning." IEEE Access 8 

(2020): 35929-35949.
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Convolution – a conceptual heads-up

Your data – an image, a mesh, 
a graph or something more 
exotic

A kernel – containing 
(learnable) weights

For each ”node” in your data 
you have values

For each ”node” in your data 
you have a neighborhood that 
should be ”covered” by the 
kernel
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Hybrid methods based on mesh operations 
for convolutions and pooling

https://ranahanocka.github.io/MeshCNN/

Hanocka, Rana, et al. "Meshcnn: a network with an 
edge." ACM Transactions on Graphics (TOG) 38.4 
(2019): 1-12.

• MeshCNN used for semantic segmentation of 
3D objects. 

• The labelling is done per edge

• To the left the result of the segmentation

• Second, third and fourth row show 
simplified/reduced/pooled meshes

https://ranahanocka.github.io/MeshCNN/
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MeshCNN – node (edge) data (features)

 Five features per edge:
– The dihedral angle
– The two inner angles 
– The two edge-length ratios

 Neighborhood of edge e

 Invariant to translation, scaling 
and rotation 
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MeshCNN – convolutions

 Symmetric 
features on 1-ring 
neighbors

 Normal features 
for edge itself, e0

 1 x 5 standard 2D 
convolutions 
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MeshCNN – pooling / unpooling

 The edge with the feature vector of lowest magnitude 
is collapsed – similar to standard mesh decimation

 Five edges → Two edges

 Bookkeeping matrix G (size #edge x #edge)
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MeshCNN – network architectures

Symmetric up- and down path
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MeshCNN with U-net architecture
Based on BSc work of Bjørn Marius Schreblowski Hansen &
Mathias Micheelsen Lowes
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MeshCNN - results

https://ranahanocka.github.io/MeshCNN/

Hanocka, Rana, et al. "Meshcnn: a network with an edge." ACM Transactions on 
Graphics (TOG) 38.4 (2019): 1-12.

https://ranahanocka.github.io/MeshCNN/
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MeshCNN - observations

 Achieved impressive segmentation results on 
standard datasets

 Invariant to rotation, scaling and translation

 Limited to small meshes with a few hundred edges

– Due to N^2 memory foot prints (in matrix G)

 Vulnerable to mesh topology and surfaces being 
manifold

– Can create non-manifold surfaces during pooling



DTU Compute

56 DTU Compute, Technical University of Denmark

Sparse MeshCNN with attentation
- paper in review 
Based on BSc work of Bjørn Marius Schreblowski Hansen &
Mathias Micheelsen Lowes

Prediction of intersection between the left atrium and the left atrial appendage in 
the human heart. For simulation of surgical device insertion.
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Sparse MeshCNN

• In MeshCNN
– The matrix G is of size ne

2

– Scales quadratically with mesh size

• In Sparse MeshCNN
– The matrix G is sparse
– Can operate on larger meshes
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Methods based on convolutions on meshes
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Convolutions on meshes

Cao, Wenming, et al. "A comprehensive survey on geometric deep 

learning." IEEE Access 8 (2020): 35929-35949.
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Convolution – a conceptual heads-up

Your data – an image, a mesh, 
a graph or something more 
exotic

A kernel – containing 
(learnable) weights

For each ”node” in your data 
you have values

For each ”node” in your data 
you have a neighborhood that 
should be ”covered” by the 
kernel
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Convolutions on meshes

Main differences between 
approaches

– How is a node neighborhood 
defined / computed

– What values are used per node

– How are the weights in the 
convolutions defined

– How are we dealing with kernel 
rotational invariance?

Cao, Wenming, et al. "A comprehensive survey on geometric deep 

learning." IEEE Access 8 (2020): 35929-35949.
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One example - MoNet

Monti, F., Boscaini, D., Masci, J., Rodola, E., Svoboda, J., & Bronstein, M. M. (2017). Geometric 

deep learning on graphs and manifolds using mixture model CNNs. Proc.CVPR.
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MoNet – vertex features

 Vertex features should 
represent local geometry

 Local shape signature

– Histogram of local normal 
vectors

– 544 dimensional vector (per 
vertex)

Monti, F., Boscaini, D., Masci, J., Rodola, E., Svoboda, J., & Bronstein, M. M. (2017). Geometric 

deep learning on graphs and manifolds using mixture model CNNs. Proc.CVPR.

Tombari et al. "Unique signatures of histograms for local 

surface description." European conference on computer 

vision. 2010.
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MoNet – vertex features. 
Bam! Back to classical shape matching

Tombari et al. "Unique signatures of histograms for local surface description." European conference 

on computer vision. 2010.

The local shape descriptor used in MoNet is similar to 3D extensions of shape contexts 
– and comes with its own choices, strengths and weaknesses.
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Local reference frame

 The local reference frame is the per-vertex 
coordinate system

 Determines the orientation of SHOT 
feature extractor

 Might determine the orientation of the 
local convolution patch

– Unless convolution is taken as the 
maximum over all rotations (around the 
normal) of the patch
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Inconsistent local reference frame

• Imagine that you had no general orientation of your 2D 
image

• For each pixel, your convolution kernel has an arbitrary 
orientation

• That is the default situation with 3D meshes
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Inconsistent local reference frame

• One approach:

• Compute local reference frame (coordinate system) following the gradient in 
the image

• Convolutions would be following gradients – maybe good – maybe bad

• Another approach: Rotate kernel and take the maximum output…very expensive
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Computing a Local reference frame
- using a 3D equivalent of gradients/curvature

 Sample points in a local neighborhood

 Do eigenvector decomposition

 3 Eigenvectors

– One is the normal (smallest eigenvalue)

– Two follow the surface

 Normally inconsistent and ambiguous

 Reference below claims to have solved it

 Used in MoNet (as far as I understand the 
paper)

Tombari et al. "Unique signatures of histograms for local surface 

description." European conference on computer vision. 2010.
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MoNet and similar methods – observations

 Choice of local features to 
represent geometry

 Are they dependent on a 
consistent local reference 
frame?

 Topological constraints?

Monti, F., Boscaini, D., Masci, J., Rodola, E., Svoboda, J., & Bronstein, M. M. (2017). Geometric 

deep learning on graphs and manifolds using mixture model CNNs. Proc.CVPR.
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A note on spectral methods

 There is a strong relation between Fourier analysis 
and convolutions for 1D and 2D signals

 This can be replicated on 3D meshes and is also 
related to the mesh Laplacian

 Quite a lot of spectral methods have been published

 It seems that the are loosing popularity and they are 
beyond the scope and time of this presentation

 Some comments can be found in

– Monti, F., Boscaini, D., Masci, J., Rodola, E., Svoboda, J., & 
Bronstein, M. M. (2017). Geometric deep learning on graphs 
and manifolds using mixture model CNNs. Proc.CVPR.



DTU Compute

73 DTU Compute, Technical University of Denmark

Deep learning with implicit functions
The signed distance function

 Voxel grid – each voxel 
contains a scalar value

 Carries information about the 
shape in the entire field
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DeepSDF

Park, Jeong Joon, et al. "Deepsdf: Learning continuous signed distance functions for shape 

representation." Proc. Computer Vision and Pattern Recognition. 2019.
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DeepSDF – single shape representation
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DeepSDF – multiple shape representation



DTU Compute

77 DTU Compute, Technical University of Denmark

DeepSDF - Training
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DeepSDF - results
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DeepSDF - observations

 You should be able compute a signed distance to 
your mesh

– Needs closed surfaces

 Not rotational invariant – unless you do heavy data 
augmentation

 Can do shape classification, shape synthesis and 
shape completion 

– Has a very usable latent space
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Other implicit approaches
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Unsigned distance fields

Implicit Neural Distance Representation for Unsupervised and Supervised Classification of 
Complex Anatomies. Kristine Aavild Juhl et al. MICCAI 2021
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Unsigned distance fields

 Can handle arbitrary topologies

 Meshing an unsigned distance field is very tricky

Implicit Neural Distance Representation for Unsupervised and Supervised Classification of 
Complex Anatomies. Kristine Aavild Juhl et al. MICCAI 2021
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Shape classification using unsigned distance 
fields

Implicit Neural Distance Representation for Unsupervised and Supervised Classification of 
Complex Anatomies. Kristine Aavild Juhl et al. MICCAI 2021
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That's is – the tour is over!
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If you have data and need a way forward

 What is the nature of my data?

– number of samples, number of vertices, topology, cleanness, 
canonical orientations?

 What is my goal?

– segmentation, classification, shape correspondence, shape 
completion?

 What approach fits my data and goals?

– can it handle your data (size is a main issue)

– can it be adapted to solve your task?

– are there any code available

– what are the hardware requirements (mainly GPU memory size)

– what are the software / operating system requirements?
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What if I need a more theoretical research 
direction?

 Find your own niche that you want to explore

 Locate an unsolved problem

 In GDL there are lots of problems

– but also a large of number of people looking at them.

 You should have a competitive advantage

– new idea, alternative approaches

 A new mesh convolution operator will probably have 
limited novelty


